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Figure 1: Our proposed and implemented system for the manual point cloud alignment. (A) shows a user interacting with the 
system consisting of a stereoscopic display and hand tracking device. (B) displays a point cloud (left) and a solid model (right). 
The model can be interacted with directly or via attached handlers. In (C) the same model is scaled by the use of both hands. 

ABSTRACT 
Manual point cloud registration is often a crucial step during the 
mapping of 3D point clouds and usually performed on a conven-
tional desktop setup with mouse interaction. Since 3D point clouds 
are inherently spatial, these 2D applications sufer from impaired 
depth perception and inconvenient interaction. Nonetheless, there 
are few eforts to improve the usability of these applications. To 
address this, we propose an alternative setup, consisting of a stereo-
scopic display and an external hand tracker, allowing for enhanced 
depth perception and natural interaction without the need for body-
worn devices or handheld controllers. We developed interaction 
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techniques for point cloud alignment in 3D space, including visual 
feedback during alignment, and implemented a proof-of-concept 
prototype in the context of a surgical use case. We describe the use 
case, design and implementation of our concepts and outline future 
work. Herewith we provide a user-centered alternative to desktop 
applications for manual point cloud registration. 

CCS CONCEPTS 
• Human-centered computing → Gestural input; • Hardware 
→ Emerging interfaces; • Applied computing → Health care in-
formation systems. 

KEYWORDS 
stereoscopic display, mid-air interaction, point cloud alignment, 
point cloud registration, image guidance navigation systems 
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1 INTRODUCTION & BACKGROUND 
Point clouds are a collection of positions in 3D space, created from 
images or scans of physical objects or environments. They play an 
integral role in areas such as photogrammetry and computer vision. 
Point cloud models encompassing an object or scene are often built 
by aligning individual point clouds of the same subject to one an-
other. These subsets are either captured from diferent perspectives 
or positions or contain new measurements. These registrations 
can be performed automatically and manually, using techniques 
such as the Iterative Closest Point (ICP) algorithm [1, 4], which is 
widely utilized to minimize the distance between two point clouds 
by iteratively refning an initial estimated transformation between 
them. In static environments, this initial transformation can be 
automatically approximated by processing contextual information, 
e.g., by capturing individual environment scans in direct succession, 
as seen in ICP variations implemented for self-driving vehicles [19]. 
However, automatic alignment processes can be error-prone and 
fail occasionally, a possibility which needs to be avoided in applica-
tion areas which strongly depend on reliability and accuracy, such 
as during surgery. These cases call for manual registration which 
relies on human perception, e.g., by identifying and manually se-
lecting corresponding regions in diferent 3D scans of the internal 
human body [8]. The application areas for manual point cloud reg-
istration are generally quite diverse. Sometimes, real-world objects 
just need to be reconstructed into CAD models [11]. Other datasets 
have evolved between captures, such as the shape and roughness 
of an aircraft wing through the accretion of ice [15] or the the 
dendrometic characteristics of trees in diferent seasons [2]. 

However, the platforms used to perform the manual alignment 
are rarely optimized to compensate for common difculties regard-
ing depth perception and interaction with 3D data on a 2D setup. 
All of the aforementioned works employ a conventional desktop 
setup with mouse interaction to manually register 3D point clouds. 
Projecting them into two dimensions causes information loss and 
can hinder proper spatial perception. Based on our experience with 
region-based registration methods [5], we assume that these inter-
faces need a certain amount of training to be operated efciently. 
To address these issues, we propose an alternative to a conventional 
desktop setup by supporting proper depth perception and ofering 
natural, intuitive interaction techniques with user-centered feed-
back for 3D point cloud alignment. Since 3D data representation is 
clearly benefcial for shape understanding [20], and stereoscopic 
perception has been proven to be especially benefcial when per-
forming depth related tasks [16, 17], we design our concepts to be 
visualized on a stereoscopic display. While previous work on 3D 
point cloud manipulation in a stereoscopic environment has been 
largely focused on Mixed Reality (MR) applications [3, 14, 28, 31], 
we want to circumvent the need for additional handheld or body-
worn devices, by incorporating an external hand tracking device. 

Within this work, we explore a touchless 3D alternative to con-
ventional desktop applications used to manually register two point 
clouds, that aims to achieve adequate alignment through natural, 
intuitive interaction (see Fig. 1). We developed user-centered in-
teraction and feedback concepts specifcally catered to the task of 
3D point cloud alignment. We argue that this approach is specif-
ically useful in a medical application context and illustrate our 

concepts against the background of point cloud registration during 
minimally invasive surgery. However, we are confdent that our ap-
proach is broadly benefcial in areas that necessitate manual point 
cloud registration. 

In summary, we contribute: 
• The concept of a touchless alternative to manual desktop 
point cloud registration using mid-air gesture interaction in 
the context of a medical use case, 

• Interaction techniques and built-in feedback that support 
gesture-based manual point cloud alignment in 3D space, 
including 3D point cloud placement techniques, and visual 
and functional alignment aids, 

• A proof-of-concept prototype running on a autostereoscopic 
3D display for improved depth perception (see Fig. 1). 

2 MOTIVATION AND USE CASE 
We aim to explore how the process of manual point cloud registra-
tion can be facilitated by tailoring the interaction with respective 
tools to this specifc task and its application area. Despite a diverse 
spectrum of possible application areas, we recognize a pattern of fre-
quent usage within minimally invasive surgery (MIS) applications, 
specifcally in the context of liver surgery [8, 12, 24, 30]. We believe 
that designing a system with the constraints of the operating room 
in mind results in concepts that are broadly applicable, even in 
sensitive, restrictive environments. Therefore, we want to illustrate 
our concepts against the background of a use case inspired by the 
liver navigation pipeline by Docea et al. [8]. 

While MIS is known to improve patient safety and cost-efec-
tiveness [9], it also increases the difculty of the procedure due 
to the lack of depth perception and the inability to directly pal-
pate organs [26]. Image Guidance Navigation Systems (IGS) can 
be employed to compensate for these drawbacks, operating on 
the basis of 3D maps of the inner body. The IGS proposed by Do-
cea et al. specifcally revolves around navigation in the context of 
liver resection, aiming to support surgeons by correctly overlaying 
important anatomical structures, such as vessels and tumors, over 
the endoscopic video stream. Here, these structures are acquired 
preoperatively via imaging techniques such as CT and MRI scans, 
and are subsequently manually registered to a point cloud, rep-
resenting the inner body environment, which is intraoperatively 
built utilizing visual SLAM [7]. The manual rigid alignment is based 
on a region-based registration method1 [5], within which the user 
defnes multiple matching regions on two point clouds. Using these 
areas, a weighted ICP is subsequently performed to calculate a trans-
form between the pre- and intraoperative liver surfaces, which is 
then handed to a fast non-rigid dynamic correction [23] for refne-
ment and to adapt the preoperative model to the current shape of 
the organ. 

In this system the manual registration is performed on a desktop 
application which is operated via mouse after successful intraoper-
ative mapping of the patient’s internal abdomen. Since this process 
takes place during surgery, directly handling a mouse would lead 
to the dominant hand becoming non-sterile, necessitating either 
another subsequent sterilization or to precautionarily wear a sec-
ond layer of gloves during the interaction. Sadri et al. [25] address 
1https://gitlab.com/arailis-public/mediassist3_region_register 

https://gitlab.com/arailis-public/mediassist3_region_register
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Figure 2: Diferent interaction techniques to alter the model’s pose in varying levels of degrees of freedom (the semi transparent 
model indicates its previous position): (A) illustrates a 6 DoF translation and rotation by grasping and releasing. (B) shows a 1 
DoF translation by grasping the translation handles and moving it along fxed axes. (C) displays a 3 DoF rotation by using the 
rotation lever to rotate the model around its pivot point. 

this problem by introducing a hands-free patient model transforma-
tion approach via small head movements tracked by an MR HMD. 
Since the task of manual point cloud alignment is considerably 
more complex, we instead opt for mid air gesture interaction to 
circumvent this issue. We also aspire for the process to be per-
formed on a stereoscopic display for improved depth perception, 
purposefully diferentiating our concepts from MR applications. 
The work in the operating room requires clear communication be-
tween medical professionals and high attentiveness to the crowded, 
yet dynamic environment and its sensitive machinery. Beyond the 
discomfort, wearing a MR HMD could negatively infuence the 
wearer’s perception of their social and physical environment and 
hinder collaboration. 

3 DESIGN 
Our objective is to allow users to align two point clouds as closely as 
necessary, with the least amount of obstacles regarding perceptual 
difculties and interaction complexity. Since many of the issues 
experienced during the manipulation of virtual objects in 3D space 
are perception and interaction related, we developed our concepts 
around the assumption that a stereoscopic display is used in com-
bination with mid-air interaction techniques. Since manual point 
cloud registration usually merely provides an initial estimation for 
a subsequent refning algorithm, such as an ICP, the alignment does 
not need to be optimal. In our specifc use case, the preoperative 
scan of the liver rarely matches the intraoperative scans, because of 
deformation due to breathing and how the patient is positioned. Per-
fect alignment is therefore mostly impossible. Therefore, we focus 
on interaction and guidance that facilitates intuitive and natural-
feeling task completion with sufciently accurate alignment. We 
illustrate these concepts in the context of organ alignment during 
MIS, specifcally aligning two point clouds of a liver. 

To reduce complexity, the transformations will only be per-
formed on the point cloud of the preoperative organ model, in 
the following referred to as the model, while the intraoperative 
environment point cloud, referred to as the point cloud, has a fxed 
pose and dimension. To easily diferentiate both while placing, a 
solid mesh covers the model while the point cloud consists of indi-
vidual points. In order to keep our interaction metaphors consistent, 
we map specifc interaction targets to individual hands. Interactions 

targeting the model are performed with the dominant hand (in our 
fgures: the right hand), and those targeting the scene camera with 
the non-dominant hand. As an exception, scaling the model and 
zooming into the scene are performed with both hands. 

In the following, we present techniques and design choices re-
garding 3D model transformation (Sec. 3.1), alignment guidance 
(Sec. 3.2), and 3D navigation (Sec. 3.3). 

3.1 3D Model Transformation 
We propose three major transformation strategies in varying de-
grees of freedom (DoF), as depicted in Fig. 2: a 6 DoF 3D placement, 
a 1 DoF translation, a 3 DoF rotation. A possible workfow is to frst 
ensure a rough alignment by picking the model up and placing it 
within close vicinity of the point cloud and subsequently refning 
the alignment via 1 DoF translation and 3 DoF rotation. If necessary, 
the model can also be scaled dynamically. These strategies are in 
accordance with the guidelines for mid-air object manipulation es-
tablished by Mendes et al. [18], who describe 6 DoF manipulations 
as suitable for coarse transformations and single DoF separation 
as “very desirable for precise transformations, typically fne-grain 
adjustments”. 

Inserting a virtual hand into the model beyond its surface bounds 
allows one to grasp and release the model intuitively in 3D space 
(see Fig. 2A). By default, the model is displayed with X, Y, and Z axes 
protruding from it, always facing the virtual camera, with the origin 
of these axes positioned at the model’s pivot point, which is initially 
placed at its centroid. The user can grab onto the handles of the 
individual axes and refne the model’s position by pulling or pushing 
it in the desired direction in 1 DoF (see Fig. 2B). An additional fourth 
bar, the rotation lever, also protrudes from the pivot point of the 
model and dynamically aligns itself with the fngers of the user’s 
hand, always pointing in its direction. Grabbing this lever results 
in the model being frmly attached to it. It is now possible to rotate 
the model in 3 DoF around its pivot point (see Fig. 2C). A similar 
manipulation approach was introduced by Gloumeau et al. [10] 
who position pins on object surfaces to defne pivot points for the 
constrained rotation of virtual objects in immersive environments. 
Additionally, the user can also resize the model by grasping it with 
both hands on opposite sides and moving them towards or away 
from each other (see Fig. 1C). 
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Figure 3: Alignment guidance functionalities of our design: (A+B) show color-coded visual feedback afecting the model, to 
clearly communicate the current alignment accuracy with red (A) for a low and green (B) for a high rating. (C+D) demonstrates 
the translation of the pivot point of the model (C) to the change of the center of the rotation (the semi transparent model 
indicates its previous position) (D). 

To avoid ambiguous interaction, whenever an interaction is per-
formed on either the model, the handles, or the lever, all unused 
transformation modalities are hidden. The rotation lever also be-
comes invisible when the hand is within a certain distance threshold 
to one of the translation axes. Any transformation modalities only 
appear when the dominant hand is recognized in the scene. This 
also helps reducing the visual clutter in the scene and therefore the 
cognitive load of the user. 

3.2 Alignment Guidance 
While stereoscopic displays allow for easier perception of the place-
ment of objects in 3D space, it is still challenging to judge whether 
two objects, such as the model and point cloud, are sufciently 
aligned. Therefore we propose to communicate an indication of the 
alignment quality during the model placement. This way the user 
can ponder next steps to correct insufcient alignment, or make 
an informed decision on when to commit to the result. We suggest 
an intuitive color gradient ranging from dark red to bright green, 
for visual feedback that can be perceived at a glance. The color is 
applied to the surface of the model (see Fig. 3A+B), so as to not 
detract attention from the point cloud, while also communicating 
the feedback easily visible in the viewer’s focus. The quality of the 
alignment needs to be calculated during runtime for immediate 
visual feedback. To achieve this, we adapted an existing approach, 
a point-to-plane metric with least squares used in ICP, to the real 
time demands of our system. 

On the other hand, users might fnd it easier to identify distinct 
features within the point cloud and the model, and prioritize to 
overlay them frst and then proceed from there. For this approach, 
we propose the determination of a customizable pivot point for 
subsequent rotation. After having placed the model in a way so 
that previously identifed distinct regions are superimposed, the 
user can switch into the pivot mode by fipping the dominant hand, 
while extending all fngers, over so that the palm faces upwards. 
Now, the current pivot point is represented by a sphere, which sits 
in the origin of 1 DoF translation handlers and a 3 DoF rotation lever, 
analogous to the transformation modalities described in Fig. 3.1. The 
pivot point can now be repositioned to the aligned distinct region 
(see Fig. 3C) and subsequently rotated by grabbing the rotation 

handler (see Fig. 3D). To leave this mode again, the previous mode 
switch hand gesture is repeated. 

3.3 3D Navigation 
During the alignment the user might need to get an overview or 
diferent perspective of the 3D scene by adjusting the position of 
the virtual camera. The camera is centered onto the centroid of the 
3D point cloud. Using the non-dominant hand, the camera can be 
rotated around the centroid of the point cloud using a 3 DoF rotation 
lever with protrudes from it, analogous to the model rotation lever 
depicted in Fig. 2C. Here, instead of merely facing the direction of 
the fngers, the lever is constantly attached to the left hand and can 
be grasped at any distance to rotate the scene in the direction of the 
hand movement. It appears as soon as the left hand is detected in 
the interactive volume. To zoom into the scene for closer inspection, 
we propose to utilize a common zooming metaphor, where both 
hands are either moved towards each other to zoom out, or stray 
apart to zoom in. This is analogous to the gesture used to scale 
the model, only applied to the scene and performed with extended 
fngers, instead of a grasping hand posture. 

4 PROTOTYPE & IMPLEMENTATION 
To illustrate our design and test the feasibility of our concepts, we 
implemented a small-scale proof-of-concept prototype, which we 
will describe in the following sections. 

4.1 Apparatus & System 
We aim to combine a stereoscopic and holographic display with 
mid-air interaction (see Fig. 4A and Fig. 1A). For the output, we used 
a Looking Glass2 Pro with a 16 inch display providing a viewing 
angle of 50◦. As the device renders over 45 distinct views of a 3D 
scene simultaneously, it allows for the presentation of a stereoscopic 
video to multiple users simultaneously, without the need for head-
mounted displays. The mid-air gesture input is captured using an 
Ultraleap Leap Motion Controller3. It has a feld of view of 140◦ × 
120◦ and a tracking range of 10cm up to 80cm (optimal up to 60cm). 
The leap motion controller is positioned on a surface in front of 

2https://lookingglassfactory.com/ 
3https://www.ultraleap.com/product/leap-motion-controller/ 

https://lookingglassfactory.com/
https://www.ultraleap.com/product/leap-motion-controller/


Point Cloud Alignment through Mid-Air Gestures on a Stereoscopic Display CHI EA ’23, April 23–28, 2023, Hamburg, Germany 

A B C D

Figure 4: Images from our prototype system. (A) shows the setup of our system, consisting of a LookingGlass Pro as a stereoscopic 
output device and a LeapMotion Controller to track the hands for the purpose of input. (B-D) display our color-based alignment 
guidance feature, which changes the color of the model over a gradient between red (B) and green (D). 

the stereoscopic display. For best ease of use, the display is slightly 
elevated in comparison to the controller (see Fig. 4A). 

4.2 Software Prototype 
The prototype was implemented in the Unity 3D engine which is 
supported by both the LookingGlass and the Leap Motion. The used 
preoperative liver model is a 3D model from the OpenHELP Heidel-
berg laparoscopy phantom4. It is an STL fle with 30,726 individual 
triangles, which was converted into an OBJ fle and then placed into 
the Unity scene. Other fle types might necessitate pre-processing 
to create a solid mesh spanning the point cloud coordinates. Using 
the SLAM module ORB-SLAM2 [21, 22] together with a custom 
point cloud fusion module [8], we produced two reference point 
clouds5 by scanning a human body phantom with an Aesculap Ein-
steinVision 3.0 FullHD stereo laparoscope: One of the inner body 
environment surrounding the liver, and one which specifcally seg-
ments the liver, utilizing a segmentation algorithm [8]. The full 
point cloud contains 57,169 individual points, and the segmented 
point cloud 17,968. We used the segmented point cloud for color-
based alignment guidance while we present the non-segmented 
point cloud to the users. For the latter, we assume that the increased 
number of visual markers can lead to a facilitated orientation within 
the 3D scene during interaction. 

We implemented all the features conceptualized in Sec. 3 and 
tested them in the context of our proposed use case (e.g., Fig. 1B). 
For the color-based alignment guidance (see Fig. 4B-D), we imple-
mented a simulated point-to-plane evaluation ICP [13] to judge 
the alignment during runtime by summing the closest distance of 
every point of the segmented point cloud to the models surface. 
The average distance is divided by the number of points in the seg-
mented point cloud and subsequently mapped to a color gradient. 
Through the optimizations provided by Unity, i.e., the convex hull 
for meshes which reduces the number of planes, and the Unity 
methods of Collider.ClosestPoint and Physics.ComputePenetration -
this calculation can be performed with over 60 fps. 

5 FUTURE WORK & METHODOLOGY 
With our design and prototype, we took the frst steps into an 
exploration of alternative interfaces for natural and intuitive manual 

4https://opencas.webarchiv.kit.edu/?q=node/27 
5Provided in the supplemental material. 

point cloud alignment. However, as this design is still in its early 
iterations, there is room for improvements and extensions. In the 
following, we will discuss our ideas for improving current and 
designing future features (Sec. 5.1) and describe plans on how to 
investigate the benefts of our design through user studies (Sec. 5.2). 

5.1 Design & Feature Improvements 
As our system is still work in progress, we can envision multiple 
further features and improvement of current features. In Sec. 3.2 we 
presented two strategies to support the alignment of point clouds 
in 3D space. We adapt the color of the liver model by judging the 
accuracy of alignment through a simulated point-to-plane evalua-
tion as used in ICP [13], though there are several diferent possible 
approaches to do that, e.g., by comparing it to ground truth measure-
ments. Further alignment aids could be targeted at the environment 
point cloud instead of the model, e.g., by changing the color or 
size of the points in aligned areas. Interaction directions could 
be given by highlighting translation axes, where interaction with 
whom would result in a closer alignment, similar to the AR wid-
gets designed by Dastan et al. [6], or the AR orientation-guidance 
indicators presented by Sukan et al. [29] 

We can further evaluate the current gesture set regarding ef-
fciency and intuitiveness and enhance it by incorporating user-
driven design techniques. Apart from the fnal gestures described in 
Sec. 3, we have designed and implemented two alternatives. In one 
alternative most of the interactions are performed with the right 
hand, except for two handed scaling. Zooming could be performed 
by grabbing the center of the point cloud and pulling or pushing. 
However, the ambiguity of these interactions caused difculties. 
The other alternative always incorprates both hands, with the left 
continuously indicating one of three modes by facing the palm 
in diferent directions: camera transformation, model transforma-
tion, and pivot point placement. Meanwhile, the interactions are 
performed using the right hand. 

The current design could also be applied to other use cases and 
evaluated regarding its applicability and to inspire new functional-
ity. Additionally, since our implementation is easily deployable to 
AR or VR setups due to its Unity code base, we see possibilities of 
comparison or adaptation for use cases that are not as restrictive 
as the operation room. 

https://opencas.webarchiv.kit.edu/?q=node/27
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5.2 Planned Studies 
With our presented design we explored a new alignment approach 
for 3D models. We suspect that our concepts not only surpass 
current desktop applications in terms of usability, but that they can 
additionally match them in alignment accuracy, if not outperform 
them. To investigate this claim, we aim to perform two studies 
which we will briefy describe the methodology for in the following. 

5.2.1 Comparison Study. First, it is important to understand if our 
system helps users to perform better in a 3D model alignment task. 
This can be done by comparing an already existing desktop based 
system, such as the one used by Docea et al. [8], to our own system. 

The task presented in this within-subjects study is the same for 
both conditions: aligning a preoperative 3D liver point cloud to an 
intraoperative point cloud of the internal abdomen. For that, we 
will record several abdomen point clouds to use in both conditions, 
where we alter the initial rotation and/or position of either the en-
vironment point cloud or the liver model. This in combination with 
an alternating order (between participants) of the conditions allows 
us to reduce carry-over and anchoring efects. After solving all pro-
vided tasks in one condition, a post-condition questionnaire has to 
be flled out. It should contain questions about the general user expe-
rience of the systems, using, e.g., scales (7-point Likert scales with 
4 questions each) from the User Experience Questionnaire Plus 
(UEQ+)6 [27], like Efciency, Controllability (or Dependability), 
Usefulness, and Fun-To-Use (or Stimulation). Additionally, for each 
task, the task completion time and a measurement representing the 
quality of the alignment (similar to the color-based alignment guid-
ance value) will be collected. Lastly, in a post-study questionnaire, 
comparison questions like “Which of the two systems do you like 
more?” or “Comparing the following properties, which was better?” 
can be asked. 

5.2.2 Component Analysis Study. With the results of the frst study, 
we expect to fnd a better user experience and a similar or improved 
performance with our proposed design. However, it is important 
to understand which of the major components that diferentiate 
our design from conventional applications, especially the mid-air 
interaction and stereoscopic display, results in the biggest increase 
of either dependent variable. For that, four conditions should be 
part of this study: the desktop reference system, a system using a 
common desktop monitor in combination with mid-air interaction, 
a system using a stereoscopic display in combination with mouse 
and keyboard interaction, and lastly our system. The rest of this 
study would be comparable to the comparison study previously 
described in section Sec. 5.2.1. 

6 CONCLUSION 
Manual point cloud registration is an essential step during the 
mapping of 3D point clouds in many application areas. However, 
conventional desktop tools rarely compensate for common difcul-
ties regarding depth perception or interaction with 3D data on a 2D 
setup. To address this, we began to explore how manual point cloud 
registration can be supported by tailoring respective tools to the 
task and application area. This was done by not only proposing a 
specifc setup, consisting of stereoscopic display and mid-air gesture 

6English version: http://ueqplus.ueq-research.org/ 

interaction, but also by designing and implementing interaction 
techniques and task-related visual feedback for this setup. This de-
sign allows for enhanced depth perception and natural interaction 
without the need for body-worn devices or handheld controllers. 
We suggest that our approach is broadly applicable to many ap-
plication areas. However, since manual point cloud registration 
is specifcally prominent in surgical navigation, we focused on a 
use case revolving around minimally invasive surgery. Here, our 
design has the additional benefts of providing sterile, touch-less 
interaction and allowing for unobstructed environment perception 
and facilitated collaboration in the operating room, compared to an 
HMD-based approach. We designed corresponding interaction and 
feedback concepts to be as intuitive and natural as possible. They 
include functionality for 3D point cloud transformation, alignment 
guidance and 3D navigation. Since our system is work in progress, 
we aim to use our working prototype as a basis for in-depth evalu-
ation regarding usability and efciency. For this, we described two 
specifc methodologies for planned user studies. We believe that 
our concepts showcase the potential of enhancing the usability of 
manual point cloud registration applications and that our chosen 
use case emphasizes the necessity of adapting conventional tools 
for this task to their application areas. 
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