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ABSTRACT

A large body of work asserts that interactive tabletops are
well suited for group work, and numerous studies have ex-
amined these devices in educational contexts. However, few
of the described systems support simulations for collabora-
tive learning, and none of them explicitly address immersion.
We present SimMed, a system allowing medical students to
collaboratively diagnose and treat a virtual patient using an
interactive tabletop. The hybrid user interface combines ele-
ments of virtual reality with multitouch input. The paper de-
lineates the development process of the system and rationale
behind a range of interface design decisions. Thereby, the
role of realism in gaining procedural knowledge is discussed
— in particular, the interplay between realism, immersion and
training goals. We implemented several medical test cases
and evaluated our approach with a user study that suggests
the great potential of the system. Results show a high level of
immersion, cooperation and engagement by the students.
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INTRODUCTION

Medical education is a complex field with some unique chal-
lenges. Traditional medical education relies heavily on lec-
tures to teach factual knowledge. In the traditional model,
practical skills are later learned by watching professionals
and treating patients under supervision. However, concerns
regarding patient safety and the limits of pure memorization-
based learning of complex facts have led to a range of changes
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Figure 1. The SimMed system in use

to this model in the last decades. New didactic methods in-
clude learning in small groups based on complex medical sce-
narios (so-called Problem-Based Learning, PBL [2]) as well
as simulations using mannequins or actors as patients.

Medical simulators ranging from extremely simple (e.g. an
orange used to practice giving shots) to very complex (fully
simulated operating theaters) are increasingly used to teach
practical skills [5]. Full-scale mannequins of patients can be
used to simulate medical scenarios. In contrast to the classic
apprenticeship model, the environment is safe and risks to pa-
tients are avoided. Scenarios are immersive and not limited to
the diseases of actual patients currently available. However,
full-scale simulators are very expensive, often costing well
in excess of €100.000. This severely limits the time that stu-
dents can spend with them. Mannequin-based simulators also
have limits with respect to the types of symptoms that are sup-
ported: For example, skin changes (rashes or color changes)
or changes in muscle tone (movement or e.g. cramps) cannot
be shown.

We developed the SimMed system for medical education in
an effort to overcome these limitations. By using an inter-
active multitouch tabletop to display a simulated patient (see
figure 1), we have created an immersive environment which
supports a large variety of learning scenarios with substan-
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tially lower costs than full-scale mannequins. Realtime di-
agnosis and treatment of the virtual patient is possible us-
ing simulated instruments operated by multitouch interaction.
The simulated patient can show skin changes and be animated
to show realistic bodily and facial movement. By its nature,
the setup allows scenarios to be repeated easily and to be
changed and configured dynamically.

SimMed is a hybrid system: Similar to mannequins and full
virtual reality (VR) systems, it’s goal is a realtime learning
experience that is immersive and supports acquiring proce-
dural knowledge. In contrast to full VR systems, the level
of realism is limited. On the output side, rendering quality
and perspective is limited by the medium used. On the in-
put side, the system only allows touch input on a flat surface
and does not provide haptic feedback. However, the labo-
ratory study with 18 medical students we present shows that
SimMed achieves the goals of providing an immersive, highly
engaging group learning experience despite these limitations.
We report on the mechanisms used to achieve this: On the
one hand, a clear theoretical foundation, on the other hand,
the highly interdisciplinary and iterative development process
leading to several carefully chosen interface design decisions.

The remaining paper is structured as follows. After provid-
ing a background on medical education and looking at related
work, we discuss design considerations and outline the un-
derlying interdisciplinary development process. The SimMed
system is introduced in the subsequent section, followed by
an account of its realization and a description of the con-
ducted user study. The paper is concluded with a discussion
and an outlook to future work.

BACKGROUND AND RELATED WORK

Our work is based on prior research and current prac-
tice in two main areas: Medical education — in particular,
mannequin-based simulation in medical education — and the
use of interactive tabletops in education. We give an overview
in the following sections.

Medical Education

A variety of teaching methods are used in medical education.
Besides the traditional lectures and apprenticeship methods,
medical schools are increasingly using software training pro-
grams, PBL and a wide variety of simulators to educate stu-
dents. These teaching methods cover different learning goals,
including [3, 8]:

o Declarative knowledge: Knowledge of facts, e.g. mem-
orized symptoms of an ailment. In general, declarative
knowledge is not sufficient to treat a patient.

e Procedural knowledge: Knowledge used when performing
a task or putting something into practice.

e Sensorimotor skills: Skills in physical tasks such as insert-
ing a needle into a vein.

o Attitude: Teamwork and patient communication skills.
One cost-effective method of teaching procedural knowledge

is the use of virtual patients. In the context of medical edu-
cation, this term generally refers to any software that allows
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case-based training. Cases are largely text-based, sometimes
with additional audio and video material that shows real pa-
tients. Learning is not team-based and the environment is not
immersive. A review of virtual patient studies concludes that
“effects in comparison with non-computer instruction are on
average small” [4].

In contrast, problem-based learning (PBL) is a group learn-
ing technique that uses realistic cases from medical practice
as basis for student-centered learning. The students identify
what facts they need to learn to ’solve’ a case in an initial
meeting, learn the facts using external sources and meet again
to discuss results [2]. PBL has been shown to increase student
engagement and help foster essential social and problem solv-
ing skills [16]. Often, paper sketches of patients are used as
learning aids, causing the line between PBL and simulation-
based learning to blur. However, procedural and sensorimotor
skills are not the primary focus of PBL.

Simulation, by its very nature, comes closest to the actual
practice of medicine. In addition to full-scale mannequins of
the human body, we can distinguish:

o Part-task trainers: Simulators of body parts that allow
the practice of specific sensorimotor skills. These vary
in complexity from the aforementioned orange to complex
surgery simulations.

o Virtual reality environments: Screen-based simulations that
show the scene in first-person perspective [11, 17]. These
are visually immersive but inherently limited in their sup-
port for team interaction.

e Simulated or standardized patients: Human actors that take
on the role of patients, generally used to practice patient
communication.

Gaba provides an extensive taxonomy of simulation used in
medical education in [8].

Mannequin-Based Simulation in Medical Education

The first mannequins built specifically for medical education
appeared in the early 1960s. They were simple puppets that
supported training in artificial respiration (Resusci Anne [5]).
Current commercial mannequins, e.g. by CAE Healthcare!
and Laerdal?, simulate a variety of bodily functions, includ-
ing heart and breathing sounds, eye movements and pulse.
Vital signs can be monitored using replicated medical equip-
ment. Simulator sessions are generally led by competent
medical professionals with teaching and acting skills [6]. The
instructor is responsible for explaining the setting and con-
ducting a meaningful debriefing. She is also responsible for
enhancing the setting by simulating everything that the man-
nequin is not capable of. This includes comments on the state
of the patient, speaking with the patient’s voice, playing ad-
ditional people, and even moving the mannequin to simulate
cramps, seizures or other muscle activity.

The combination of mannequin technology and skilled in-
structors creates an effective, highly immersive learning en-

"https://caehealthcare.com/
*http://www.laerdal.com/
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vironment for procedural knowledge and sensorimotor skills.
Also, teamwork can be trained well [5]. However, the costs
involved are very high: In addition to the costs of the sim-
ulator itself, complete rooms full of medical equipment and
a competent instructor must be available. Among the aspects
that the mannequin itself cannot simulate are all forms of skin
changes (e.g. rashes, wounds, sweat, complexion) and body
movements (e.g. muscle tone, cramps, seizures) as well as
most facial expressions.

Dieckmann’s investigations of the two concepts of realism
and simulation competence as they apply to mannequin-based
medical education [6] provide a theoretical foundation on
which we can base the design of immersive applications for
procedural learning. Dieckmann makes the point that realism
is not a goal in itself: “The purpose of a simulation scenario is
to create an experience episode from which participants can
learn. It is irrelevant whether the scenario is realistic as long
as it serves this function” ([6], p.65). He concludes that the
aspects that need to be realistic depend on the specific learn-
ing goal. Following his reasoning, the simulation needs to
provide realistic haptic feedback only if sensorimotor skills
are the learning objective. In the case of procedural learning,
“the procedure needs to be performed and trained as it would
be in clinical practice” ([6], p.119). He further points out that
there are a number of positive aspects of departures from real-
ism: For instance, simulations can dilate or accelerate time or
omit irrelevant aspects of a situation. In fact, the whole point
of a simulation is that it is much safer than the real situation
(and thus unrealistic).

Dieckmann further introduces the concept of simulation com-
petence. This concept spans:

e technical issues (how is the simulator used?, what must not
be done to avoid damaging it?),

e semantic recoding (a mannequin becomes a patient),
e role playing,

o distinguishing between patient symptoms and artifacts of
the simulation and

e social aspects (e.g. issues caused by roleplaying)

Simulation competence affects the required realism: More
competent students require less realistic simulations, since
they are able to suspend disbelief more easily [6].

Interactive Tabletops in Education

Numerous studies have found that tabletops support collab-
oration [22, 23, 25] and in particular collaborative learning
very well. A great majority of these studies has focused on
either children’s learning in the classroom [10, 15, 18, 21] or
museum settings [1, 12]. Rick et al. [21] investigated individ-
ual group dynamics in tabletop collaboration, while Fleck et
al. [7] describe conflict resolution and physical interaction on
tabletops. Kharrufa et al. [15] present a study on a classroom
application that trains group problem solving. The study is
interesting in our context because some of the concepts are
similar to our system. There is a strong focus on triggering
externalization of thinking, and the use of planning and re-
flection phases corresponds with SimMed’s design as well.
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Further, a study by Antle et al. [1] describes a tabletop
learning environment that has some immersive properties.
The presented system supports experiential and constructivist
learning; not surprisingly, many of the observations are sim-
ilar to ours. However, there are significant differences in the
target audiences (families vs. university students) and subject
matters (sustainable development vs. medical education).

Only a few studies have focused on adult learning with table-
tops [20, 27]. Of these, Shaer et al. [27] found a high degree
of cooperative behavior and higher test scores on tabletops
compared to traditional GUI setups in a biology application.

None of the prior work focuses on providing an immersive
learning experience. Moreover, we did not find any tabletop
system that has procedural learning as an educational goal.

DESIGN CONSIDERATIONS AND PROCESS

In designing SimMed, we applied Dieckmann’s theories on
realism — originally developed for mannequin-based simu-
lation — to a software program running on a tabletop. Our
hypothesis was that immersion and successful acquisition of
procedural knowledge could be achieved without full haptic
or VR-level visual realism if the semantics of actions and pro-
cedures were preserved. Research questions to be answered
during development were therefore: How is immersion and
learning affected by these limitations? In particular: What
level of rendering quality is needed to produce the learning
effects desired? What user interface aspects have an effect on
immersion? What mechanisms can we use to support collab-
oration and group work?

Our goal was to create a very cost-effective alternative to full
scale mannequin-based simulation in many scenarios. In ad-
dition, the system should easily simulate many additional as-
pects of the situation: Skin images and images of the insides
of the mouth and ear of a patient should be integrated, body
movements and facial expressions simulated. External medi-
cal equipment should be simulated as well, obviating the need
for additional gear. In contrast to first-person VR, this ap-
proach should also preserve the team-building aspects of the
situation [22, 26].

Initial Iterations

SimMed was built by an interdisciplinary group composed
of medical doctors, psychologists, software developers, in-
teraction designers and 3D artists. The general vision of the
project was clear to everyone from the outset. However, we
quickly found that the diverse backgrounds hindered mutual
understanding and that it would be essential to build com-
mon ground upon which discussion could take place. For this
reason, software developers and interaction designers spent
several days accompanying doctors in an emergency ward
as well as observing simulation sessions. We also adopted
a highly iterative development methodology.

To foster discussion and conduct initial verification of user
interface concepts, we used life-sized paper prototypes and
scripted UI mockups. Early paper prototypes did not include
Ul elements. Instead, they were simple paper replicas of el-
ements present in the situation to be simulated (see figure 2).
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Domain experts could use these as explanatory aids: Since
the goal was to simulate the procedures involved, we asked
physicians to perform the tasks using the prototypes. We de-
veloped UI concepts based on what we had seen, scripted
mockups that would run on the interactive table and did ad-
hoc user observations in quick iterations. In accordance with
the envisioned hybrid approach, we sought abstractions ap-
propriate to a touch device while preserving the sequence and
semantics of the actions performed. As we progressed, some
elements were changed repeatedly and drastically — see fig-
ure 3 for an example.

One other interesting phenomenon in initial iterations was
confusion between symptoms of the patient and simulation or
rendering artifacts. In one early prototype, the patient image
was bald, simply because the 3D artist had not finished that
part of the model (see figure 4). This immediately prompted
reactions of the form: “Does she have Leukemia?”. This phe-
nomenon disappeared in the course of the project as Ul de-
signers and 3D artists learned to anticipate medical percep-
tion.

By the end of this phase, the mockups had evolved to a Ul
prototype (see [14]) that allowed for a sufficient set of exam-
inations, including taking a blood sample, to be performed
using a static 2D image of a healthy patient (see figure 4).

Formative Study and Further Development

In addition to numerous informal tests with prospective users
and verification of the medical correctness with clinical ex-
perts, we conducted a formal videotaped study using the Ul
prototype mentioned above (see [13]). In the study, students
were asked to individually use SimMed to conduct an exam-
ination and explain what they were seeing and doing (think-
aloud method). They were asked to describe the UI elements
and patient images as well as the inferences on patient state.
None of the students had prior experience with the system.
The videos were evaluated, recurring usability issues were
quantified and appropriate changes to the interface made.

Following the study, the next iteration within the system de-
velopment cycle was started. A second vertical monitor was
added to solve perspective issues, and over time, the focus
shifted from building a general medical simulation to imple-
menting specific scenarios. The following section will intro-
duce the finally developed system and its user interface design
as well as describe how immersion was achieved.
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Figure 3. Evolution of waste bin UI element. From left to right: Paper
prototype, initial UI element, photo of waste bin, and two icons.

THE SIMMED SYSTEM

The SimMed system consists of a 50 interactive tabletop
with an additional 40” vertical screen. At the heart of
SimMed is the simulated virtual patient (see figure 5). A
group of three to five students, assisted by a tutor, is given
the task to diagnose and treat the patient. The configuration
of people around the table is predefined: Students stand on
the sides of the table while the tutor stands at the head, oppo-
site the vertical screen (see figure 1). The main goals are to
teach procedural skills (such as the application of correct dif-
ferential diagnosis or priorities in treatment) and teamwork.

In addition to the main phase that involves the virtual patient,
the application supports an introductory anamnesis video as
well as a planning and a debriefing phase. Following the in-
troductory video, users can place notes with action items on
a timeline in the planning phase. In the debriefing phase, a
screencast of the user actions during the simulation is shown
on the secondary screen. Playback of the screencast is con-
trolled by the tutor, thus allowing her to precisely go through
the actions of the students and comment accordingly. The
planning and debriefing phases were inspired by PBL, where
similar concepts are used to help externalization.

Overview

SimMed allows the students to carry out a wide variety of
diagnostic steps and treatments. Temperature can be mea-
sured, blood pressure and pulse taken, auscultation (listen-
ing to body sounds using a stethoscope) performed; skin, ear,
mouth and eyes can be examined. A medical monitor can be
attached that continuously displays the patient’s vital signs
(temperature, blood pressure, pulse and respiratory rate). Stu-
dents can take blood and mucus samples in several varieties
and send them away for testing.

In addition, the patient can be treated using various medica-
ments, e.g. using an intravenous (IV) cannula. Available med-
ications and dosages depend on the simulated scenario.

Figure 2. Paper prototype. Note the absence of UI elements.
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Figure 4. Early user interface prototype
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PAUSE

Figure 5. The main SimMed screen. Note dock elements at the four sides
and opened instrument tray in the bottom dock.

Scenarios

Conceptually, SimMed consists of a base system and a va-
riety of scenarios that simulate different patients and clinical
conditions. Items that can be configured on a per-scenario ba-
sis include detail images and videos, vital signs, skin texture
and animations, as well as available treatments. We imple-
mented three scenarios in the course of the project. In the
current research prototype, all scenarios are based on a simu-
lated 18-month old child. Scenario themes were chosen based
on educational and project-related goals:

e Healthy: A child without any illness, initially implemented
to test user interface concepts. Students can practice stan-
dard examinations using this scenario. We also use it to in-
troduce the SimMed system and UI concepts to new users.

e Measles: A diagnosis scenario with a rare and potentially
hard-to-diagnose disease.

e Meningococcemia: An emergency scenario. The patient
arrives in an emergency room with reduced vital signs due
to internal bleeding. Students must quickly initiate correct
action to avoid permanent disabilities or loss of life.

Medical conditions and treatments given can change the pa-
tient constitution in the course of the simulation. We im-
plemented simplistic scenario-specific vital signs simulations
that ensure the corresponding reactions.

Interaction Principles

Our design of the SimMed user interface was based on sev-
eral principles. First and foremost, we used Dieckmann’s
theory that “salient characteristics of the task to be trained
should be preserved” as a basis. In our case, that meant bas-
ing UI actions on the corresponding clinical actions as much
as feasible. Second, we based many aspects of the user in-
terface on well-known 2D touch interface principles to avoid
long training times. Among the elements used are conven-
tional buttons, lists boxes and drop-down lists, all of which
are used like the iPhone and/or Android elements familiar to
most medical students. Items representing pieces of paper
(such as forms or test results) can be dragged and rotated us-
ing standard two-finger multitouch gestures and thus also fall
into this category. A third principle was that there would be
no global changes of UI mode during the simulation; concur-
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rent multi-user interaction should be supported without the
possibility of disruptive mode changes.

Note that there is a large potential for conflicts in applying
the first and second principles, in particular, when 2D UI el-
ements interact with the 3D model. One of the major chal-
lenges of the project was finding creative ways to resolve
these conflicts; our solutions are detailed below.

Initially, students only see the patient and a variety of dock
elements on the interactive surface (see figure 5). These dock
elements represent items in an idle state and can be dragged
along the side of the table. There were two reasons for this
setup. On one hand, it forces a certain level of organization in
the table setup and keeps the center (where the patient is) rel-
atively unobscured. On the other hand, we wanted to enforce
cooperation to a certain extent — we assumed students would
have to ask to obtain access to a dock element in another’s
personal zone.

Doctors examine a patient in a variety of ways, for instance,
by feeling pulse and applying pressure on the skin. In keep-
ing with our principle to mimic real actions wherever pos-
sible, users should touch the appropriate spot on the patient
to initiate these examinations. However, we have a classic
modal input issue here: How should the user indicate the ex-
amination to be performed? The table has no user recogni-
tion, so selecting an examination mode (feel pulse or exam-
ine skin?) using a menu and then indicating the spot using a
second touch would be subject to interference by other users.

We solved this issue using dragging menus (see figure 6):
A touch on the patient opens a context menu. Items can be
dragged from the menu and initiate actions when certain ac-
tive points (hot spots) are reached. For example, there are
active points for pulse at the wrists and neck of the patient.
In this way, the input mode is simply attached to the dragging
finger. The action is is initiated on proximity to the active
point and immediately stopped when the finger is released.
Dragging menus and the corresponding actions are transient
and short-lived: The menu disappears as soon as anything is
dragged out, and the complete action is terminated when the
dragging finger is removed from the table. Active points are
not indicated on the user interface if the location can be in-
ferred using basic medical knowledge. For instance, students
should know where they can feel the pulse, so they need to
drag the icon to the active point before there is a reaction.

We applied this concept of active points to the variety of in-
struments used in examination and treatment as well. In the
simplest case, an instrument is dragged from its resting place
(initially inside a dock container) to an active point. When it
is released there, it initiates an appropriate action: For exam-
ple, a thermometer displays the temperature and a tourniquet

> 3 4_- Ex;n.ﬂ‘r.\e skir; 'v' /
Compm

Figure 6. Item being dragged from a menu
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Figure 7. Instrument drag phases (from left to right: idle, while drag-
ging, while dragging close to an active point, attached to active point)

is tightened around an arm. There is a significant difference
to the dragging menu-based examinations here: The simple
examinations are activated by proximity to an active point.
In contrast, instrument-based actions are activated on release
and deactivated by dragging them away. Instrument UI feed-
back takes into account the hybrid 2D/3D design of the sys-
tem: While idle or being dragged, a 2D icon of the instru-
ment is used as interface element. When activated, we switch
to a 3D model that is attached to the patient. This smooth
transition from an abstract icon to a realistic rendering of an
instrument is depicted in figure 7.

This simple principle applies to all instruments we imple-
mented; there are around twenty. Interactions with instru-
ments can be combined to form complex, realistic proce-
dures. For instance, to take a blood sample, a sequence of five
instruments needs to be used: The vein is not accessible be-
fore a tourniquet has been applied, etc. Again, this preserves
the procedural aspects of the action while ignoring the physi-
cal aspects — finding and accessing a vein is a complex senso-
rimotoric skill that needs to be trained using other methods,
but the sequence of actions is something that can be trained
very well using SimMed.

A real blood test culminates in filling out a complicated form
to choose from more than a hundred possible individual tests.
Cost and speed requirements make it important to select only
the pertinent items. The form, along with one or several vials
of blood, is then sent to the laboratory. Since displaying it
in its entirety would have completely filled the screen, we
substituted a two-level menu in its place.

The tutor has access to several additional buttons that allow
her to switch to a different application phase or pause the sim-
ulation. This is an exception to the 'no global mode changes’
principle postulated above and reflects the tutor’s role as me-
diator of the session. In a lo-fi substitute to real user recog-
nition, we placed this futor menu in the personal area of the
tutor. The expectation was that social protocols would pre-
vent others from accessing the menu [9, 19].

Achieving Immersion

We placed a high priority on generating an immersive envi-
ronment. A large part of this emphasis manifests itself in the
interaction principles detailed above — like the seamless and
immediate touch measurements by using the dragging menu
or the smooth transitions in the rendering of applied tools. In
addition, there are hardware setup and display aspects of the
system that we believe have a significant effect.

On the hardware side, it appears that one of the most impor-
tant aspects is the ability to display a life-sized patient. Short
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Figure 8. Two patient head renderings generated from as single 3D
model at runtime. Eyelid and mouth positions as well as skin texture are
controlled via scripting and depend on simulated patient parameters.

experiments with a smaller table (and corresponding smaller
patient) were immediately commented upon as “distracting”
by several users. The second monitor also plays an impor-
tant role in this context. It can display elements that would
be out of place on the table. Members of the patient’s fam-
ily or simulated staff as well as wall-mounted items like a
medical monitor fall into this category. These elements are
displayed life-sized and in correct perspective, thus enhanc-
ing the effect of immersion. The general idea to do this was
taken from Ryall et al.: They observed tabletop users hold-
ing up papers so everyone could read them and inferred that
“designers might need to add additional vertical displays for
shared information.” [23]

Display-wise, the most obvious aspect is the patient rendered
in 3D. The anatomy has a high degree of realism. In addition,
we incorporated realistic body and facial animations. Tex-
tures and animations are scenario-specific and convey infor-
mation about the situation at hand. They change in accor-
dance with changes in the patient’s vital signs (see figure 8).
For instance, we slowly close the patient’s eyes and open her
mouth as blood pressure decreases.

On the other hand, the patient skin is not rendered with maxi-
mum realism. To determine if rendering improvements would
have an effect, we showed different images to physicians. The
images showed life-sized patients with a skin rash on the ta-
ble. We asked for discernible symptoms using the following
images:

e Photo: A photo as baseline for the maximum achievable
rendering quality,

e Simple rendering: A 3D rendering using realtime off-the-
shelf methods (phong shading, texturing) and

e Toon rendering: A 3D rendering using a cel shader, mim-
icking anatomy textbooks that use drawings of salient fea-
tures instead of realistic images.

The result was clear: First, the toon rendering was perceived
as distracting and unrealistic. Second, the only clearly dis-
cernable information in all three cases is that there is a rash
— physicians use a second close examination to determine the
type of rash. Thus, we determined that additional work on vi-
sual realism in this area would not help in achieving the goal
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Figure 9. Realistic skin detail image (focus lens) in contrast to the
overview rendering of the complete patient (context).

of imitating the real experience. Instead, we added the ability
to view a detail photo in a focus lens. The result can be seen
in figure 9.

Subtle visual clues are essential as aids in diagnosis in many
other cases as well. For this reason, doctors often need to
view body parts (e.g. skin, eyes) or examine body cavities
(e.g. mouth, ear) in more detail. The appropriate actions are
initiated using the aforementioned dragging menus and in-
struments. However, there is another issue: Avoiding global
mode changes means that the rendered patient is fixed in per-
spective. Detail is limited by the display resolution, but at this
point, the users need to see a very realistic image. Display-
ing the detailed images in the form of 2D photo and video
insets (see figure 9) solves this in an elegant way and makes
it very easy to change the media depending on the needs of
the scenario.

There is a subtle but important difference to real patient ex-
aminations here: The simulation shows images to all users
around the table, while in many real examinations (e.g. inner
ear exam using an otoscope), the images are visible to only
one person at a time. After initial discussion and informal
user tests, we viewed this departure from realism as positive,
since it ensures that discussions are based on common under-
standing, thus fostering teamwork.

A special case occurs in the meningococcemia scenario.
Here, the skin changes in the course of the scenario. Ini-
tially very small spots (petechiae) grow significantly, indi-
cating fast progression of the infection. Since the change
take place within 5-10 minutes, it is however often missed
by physicians occupied otherwise. We wanted to recreate the
potential for this dangerous type of oversight in the simula-
tion. Hence, while the spots are not realistic, the growth is
recognizable. The detail images reflect the changes as well.

REALIZATION

SimMed runs on an off-the-shelf Core i7 920 computer
with a mid-range NVidia GeForce 260 GTX graphics card,
using Ubuntu as operating system. The table is a di-
rect illumination-based [24] Archimedes Session Desk. All
application-level logic is scripted in Python. Underlying
graphics and Ul functionality as well as touch recognition is
provided by the open source library libavg?.

*http://www.libavg.de
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The patient and attached instruments are rendered in real-
time 3D using the open source framework Ogre3D*. A cus-
tom libavg plugin written in C++ integrates the 3D scene
into libavg’s 2D scene graph. The plugin provides a high-
level Python interface to load and display models and set
camera positions and lights. It also allows control of poses
and animations. Poses can be mixed and blended (e.g. eyes
closed 50%, mouth open 30%); animations can additionally
be played back at any desired speed. In this way, a scenario-
specific Python script can easily connect vital signs (e.g.
blood pressure) to the way the patient appears to the users
(see figure 8). Another advantage of this setup is that we have
a clear separation of 3D model, individually configurable as-
pects of the model and vital signs. This allows the system
to scale: once a suitable library of animations and poses is
present, we can mix and match them to quickly support new,
realistic scenarios.

USER STUDY

To learn more about the effectiveness and the use of SimMed,
we conducted an observational study in a laboratory setting.
Among others, our goals were to gain insights in the learn-
ing effects involved and to verify our thoughts on immersion
and realism. The study involved five teams with a total of 18
medical students in the sixth semester.

Meningococcemia was used as scenario. Each team was
given a hands-on introduction to using SimMed with our
healthy child scenario. They then went through the cycle of
SimMed phases (Anamnesis - planning - simulation - debrief-
ing) twice, giving them an opportunity to act on insights in
the second iteration. Total time for the study was 45 minutes
per team. All students had extensive experience with PBL
and group work; the curriculum in that semester had included
lectures on meningococcemia in children. It could therefore
be assumed that the students had declarative knowledge con-
cerning symptoms and required treatment of this disease.

All participants signed an informed consent and ethical clear-
ance to conduct the study was gained from the ethics commit-
tee of the Charité. Tutors were present but only intervened in
the case of major user interface issues. All trials were video-
taped. We also took notes during the study itself. A second
quantitative study to determine the learning effect was con-
ducted in parallel. The results will be reported separately.

Observations

In evaluating the four hours of video material, we recorded a
number of events for each group. One person analyzed sys-
tem usage, verbal comments and other actions of the partici-
pants. Other research team members provided informal plau-
sibility checking based on direct observations of the users.
They also assisted in reviewing critical parts of the videos.

Based on the goals of the study, we defined four event cate-
gories as basis for analysing the videos: Diagnosis and Treat-
ment, Immersion, User Interface Issues and Social Aspects.
To get an initial assessment of the learning involved, we

*http://www.ogre3d.org
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recorded diagnosis and treatment steps taken by the partici-
pants. Events assigned to the categories immersion and user
interface issues helped us approach the research question:
"How is immersion affected by the limitations of the touch
user interface?’ from two different angles. Since SimMed is
meant to facilitate group learning, we were also interested in
looking at the social aspects of the users’ interactions. In par-
ticular, there are a number of features in the system designed
to support collaboration. How were these used?

The first event category — diagnosis and treatment — included
the time of important diagnostic steps and all treatments given
for both iterations. In addition, we determined an ideal se-
quence of actions by asking two experienced pediatricians to
use SimMed and questioning them as they went through the
scenario.

During the scenario, participants were expected to act the part
of medical personnel in an emergency. As a measure of im-
mersion, we recorded instances where participants’ verbal-
izations did not reflect this. This included talking about the
user interface (as opposed to the child) and generally making
any comment not within the scope of the simulated situation.
Instances of interesting role-playing were also noted.

Diagnosis and Treatment

In the first iteration, four of five groups recognized the disease
and saved the patient. The last group failed to recognize the
disease during the scenario but made the correct diagnosis in
the debriefing. This group then proceeded to save the patient
in the second iteration.

We compared the recorded diagnosis and treatment data with
the aforementioned ideal sequence of actions. This revealed
clear shortcomings of most groups’ actions in the first itera-
tion that disappeared in the second iteration. The model se-
quence is as follows: Meningococcemia is hinted at immedi-
ately by the general bad state of the patient and the skin rash.
Attaching a medical monitor confirms low blood pressure and
a very fast heart beat, while a skin examination shows pe-
techiae, making the diagnosis very probable. At this point,
the priority should be to stabilize the patient by intravenously
applying fluids. This prevents the blood pressure from drop-
ping to dangerously low levels. Only after stabilization are
additional tests done and is medication administered to con-
firm the suspicion and actually cure the disease.

In an ideal case, there is a delay of about one minute until
the first IV fluids are applied. The study groups took between
four and nine minutes in the first iteration, with one group not
applying fluids at all. More importantly, the video recordings
show that the priorities were not clear. A majority of groups
wanted a clear diagnosis before acting, and when they did
act, most groups misjudged the dosis by a large factor and
gave insufficient fluids. The consequences — decreasing blood
pressure and possible permanent disabilities — were noticed
too late. In the second iteration, all groups had reevaluated
priorities and stabilized much earlier. Even the slowest group
applied IV fluids within less than two minutes of scenario
start. This is a prime instance of learning through experience,
as there was no tutor involvement in any of the cases.
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Immersion

With regard to the level of immersion attained, we observed
high engagement by all groups. Well over 90% of the ver-
balizations made by the students were in the context of the
simulated situation. Most instances of verbalizations outside
of this context were related to resolving Ul issues. In some in-
stances, even major Ul issues were resolved in the context of
the simulation. As an example, consider one situation where
an IV cannula was removed by a UI malfunction. The follow-
ing conversation followed:

1V cannula removed, patient is bleeding slightly.

A: Oops. Oh my, I've pulled the cannula out. Oh my.

B: Here, I’ve got a swab.

A: Thanks. 7o C: Can you place a new one on the other
side?

C: Sure.

C proceeds to place a new 1V cannula, while B cleans
up the old spot and places a bandaid.

There were frequent emotional responses to the patient, most
often at the start of a scenario (Regarding the healthy child:
“Oh, she’s cute”, and regarding the sick child: A: “Oh dear”
— B: “Hi, Simone” — A: “She looks pretty apathic”). In par-
ticular, differences in face and body pose between the dif-
ferent scenarios were noticed and commented upon, so we
can assume that this was relevant for immersion. Going even
further, participants enhanced the simulation in several in-
stances, for instance by mimicking sounds that equipment
would have made (e.g. “Pffft pffft” upon applying desinfec-
tion spray).

We did not observe issues regarding the less-than-realistic
skin rendering we adopted. In the given scenario, the realistic
detail images were essential in determining the diagnosis and
referred to multiple times by most groups. In particular, all
groups eventually noticed the simulated growth of skin spots
(petechiae). A positive sign was that it caused uncertainty:
“Is it me or is the skin getting worse?”

User Interface Issues

Due to the iterative development process and the formative
study performed during development, we had a high confi-
dence in the performance of the individual UI elements. This
was largely verified in the user study: After introduction to
the system and practice with the healthy child scenario, only a
few Ul issues remained. Even complex procedures like blood
tests or placing of IV lines were handled well in the large ma-
jority of cases. Still, we observed some interesting behavior
in using the interactive elements:

e The ability to drag dock elements — introduced in an effort
to help communication — was frequently ignored. Users
often reached over to use elements they needed (they sel-
dom asked for help). In two groups, they even periodically
switched places when things got too awkward physically.

e While the general usage of invisible active points seemed
clear, there were a few points that had been placed impre-
cisely; these caused confusion. The underlying issue here
is related to the content pipeline described above: In the
current system, the points need to be positioned by the 3D
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artist in Cinema4D, causing a long delay before issues can
be resolved.

e Before the user study, we had identified the difference be-
tween examinations using the dragging menu (activate on
proximity) and instruments (activate on touch) as a poten-
tial source of confusion. Our observations did not confirm
this fear; the distinction seemed clear in practice.

e One source of multiple complaints was the two-level menu
used to replace the blood test form. Observations con-
firmed that searches in the menus took a comparatively
long time and often occupied more than one person. This
menu had been added well after the formative study, so we
did not have a sufficient number of iterations to improve it.

Social Aspects

In general, the groups worked very well together socially. The
video review shows that all students were involved verbally
and through interactions; no major inequalities of participa-
tion were visible. We had feared fewer opportunities for in-
teraction for the students at the foot end of the child — this
was not apparent either.

Constant running commentary on insights and actions was
common, as was rapid switching between group and individ-
ual work (see Scott et al. [26] for a similar example). The Ul
support for interactions in parallel (no global mode changes,
two sets of docks, dragging menus) was fully used and proved
essential to collaboration. Many groups had phases where
two or three different interactions were being carried out at
once (see figure 10 for an example). During these times,
Ul interference (i.e. overlapping info windows) was either ig-
nored or resolved quickly and without conflict.

In contrast to other reports [23, 25], personal areas were
largely ignored. Reaching across other people to touch a Ul
element or actions in extreme proximity to other students was
common and seemed to be socially accepted (see figure 11
for an example). One possible reason for this is the perceived
urgency of the situation. Another is that physicians treating
a patient in a group often need to work in close proximity to
get things done physically — a behavior that may have been
imitated in the simulation session. At the same time, the tutor

Figure 11. User ignoring personal area of team member
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menu — placed in the personal area of the tutor — was ap-
parently regarded as off limits and was never touched by the
students.

We also observed several cases of low-key conflict resolution
through simply working in parallel. In one case, a team mem-
ber realized the severity of the situation before the others and
tried to convince them to interrupt diagnostic work and give
medication. When this was largely ignored, she proceeded
to act, constantly keeping the others aware of her status and
seeking confirmation (A: “Is it ok if I give her...” — B: “Ok”
— C: “But let’s look at...”). The other two team members con-
tinued diagnostic work for several minutes before joining the
first member again.

Discussion

We were intrigued by the uncommonly high engagement of
the test subjects. The observations support the theory that
procedural learning requires only a certain level of realism in
the simulation, and that we achieved this level. The guiding
concept — only those elements of the simulation that are rel-
evant for the skills to be gained need to be realistic — served
us very well. In particular, a high level of immersion was
achieved despite clear limits in realism when compared to
classic VR: The touch interface worked well as a substitute
for direct patient contact in this context, and the less-than-
realistic rendering was not a hindering factor. Moreover, the
changing treatment priorities we observed suggest a signifi-
cant learning effect.

The major causes for loss of immersion were Ul issues. This
was to be expected: In these cases, the system itself comes
to the foreground, shadowing the simulated situation. There-
fore, we suspect that systems with less-than-intuitive user in-
terfaces will not be able to achieve the effects we have de-
scribed. The difficulties users had with the blood test form
were interesting. It was one of the few UI elements for which
we departed from the layout of the physical item, and this
may have been the cause of the issues. In a future version, we
would like to experiment with using a focus-context approach
as alternative, with a minimized version of the original form
layout as context.

There are also several possible confounding factors involved
in the study. The subjects were young digital natives, so
fascination with new technology might have played a role.
All participants were from the same university and from one
semester, which might have skewed the results. One aspect of
this is that the students had all been involved in a curriculum
with a very high ratio of PBL. They all had three years of ex-
perience in self-driven group learning using problem-solving
techniques.

CONCLUSION

In this paper we introduced the interactive SimMed tabletop
application as a new way of medical education. In an iter-
ative design process with a highly interdisciplinary group of
experts we developed a flexible system capable of simulating
multiple medical cases. Its aim is the teaching of procedural
skills in a collaborative and student-centered fashion. Inter-
face elements like dragging menus, docks on opposite sides,
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consistent support for parallel interactions or the additional
vertical display contribute to supporting group work and col-
laborative decision-making.

By means of an iterative development process as well as a set
of clear guiding principles, we were able to achieve a high de-
gree of immersion and engagement, making the system ready
for real usage in medical education. This is despite the dis-
play limitations on a tabletop (i.e. non-stereoscopic 3D ren-
dering, differing user perspectives, low resolution) and the
restriction to multitouch interaction only (no tangibles, man-
nequins or haptic feedback). To learn more about the use and
potential of SimMed, we conducted a qualitative study with
18 medical students. We observed very high engagement and
immersion as well as positive social aspects. Further, the ob-
servations suggest a significant learning effect.

One issue with the scalability of the current software is that
new scenarios need to be scripted in Python. This currently
takes some work and requires a programmer. Putting the sys-
tem into general use would require a much larger selection of
scenarios. In the future, we will work on significantly reduc-
ing the authoring time per scenario, possibly to the point at
which physicians can build their own scenarios using a CMS-
like interface.

Besides continuing work on system scalability, we will eval-
uate the quantitative data gathered to ascertain the level of
learning involved. We would also like to test the system with
groups that have less experience in group work to see if the re-
sults change. In addition, it would be very interesting to build
systems based on similar principles for other educational do-
mains to compare and contrast the effects involved.
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